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Abstract. We study an intersection type system which is a restriction of the intersection type discipline. This restriction leads to a purely syntactic and completely characterized notion of principal types. Using the equivalence between principal types and normal forms, we define an expansion operation on types which allows us to recover all possible types for any normalizable λ-term. The contribution of this work is a new and simpler definition of the operation of expansion and the description of the structure of principal types.

1 Introduction

In the approach of untyped λ-calculus as a model of programming languages, Curry’s type system is the basis of type systems of programming languages like ML [3]. Indeed, Curry’s type system has the principal type property i.e., for each typable λ-term there exists a type, the principal type, from which we can find all possible types for this term. Furthermore, typability in this system is decidable. However, this type system has some limitations: polymorphic abstractions are not allowed and types are not preserved under β-conversion. For instance, the λ-term \((λx.x\ x)\) is not typable in this system and the λ-terms \((λx.λy.y)\) and \((λx.λy.λz.x\ z\ (y\ z))(λs.λt.s)\) are β-equivalent, but they have two different principal types.

To supply a type system that does not have these drawbacks, several extensions of Curry’s type system have been proposed, the most studied of which being the intersection type discipline. Using intersection types, terms and term variables can have more than one type. This allows polymorphic abstraction, and types are invariant under β-conversion of terms i.e., two λ-terms which are β-equivalent have the same type. Moreover, intersection types characterize normalizable λ-terms: a term is normalizable if and only if it is typable. Intersection type systems are therefore very expressive: this is why many authors have been interested by their theory or their usage.

However, the price of this expressiveness is that type assignment is only semi-decidable. Another drawback is the loss of the principal type property in the classical sense. As a matter of fact, in order to find all possible types of a term from a unique type, we must have more than just substitutions. In [2, 5, 8, 9] a property which is similar to the principal type property is proved by adding new operations on types. Thus, we are convinced that all interesting properties of
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intersection type systems have not been highlighted yet. In this paper, in order to fill this gap, we propose a new approach to intersection types. The work presented here is based on the intersection type system introduced in [6]. This type system is a restriction of the one presented in [1] in the sense that intersections occur only in the left hand side of arrow types. In [6], we have defined a new notion of principal type, corresponding exactly to the notion of normal form in the λ-calculus. We now extend this notion to all normalizable λ-terms and using the structural properties of principal types that we proved in [6], we give a simpler definition of the expansion operation than the one proposed in [2, 4, 8, 9], and a simpler proof of the existence of a principal type for all normalizable λ-terms.

The general outline of this paper is as follows: in section 2, we recall the type system of [6] and its main properties. In section 3, we define the operation of expansion and we give some of its properties. The main result of section 4 states the principal type property for normalizable terms and section 5 gives an overview of the related works. Finally, section 6 contains a few concluding remarks.

2 The type theory

For more details about this section, one can see [6]. Here, we only recall the main definitions and properties. The set of types is defined as the following:

$$\rho \in T := \alpha \quad \text{type variable}$$

$$| [\rho_1, \ldots, \rho_n] \rightarrow \rho \text{ for } n \geq 0$$

We assume a countably infinite set $TV$ of type variables.

**Definition 1.** We define the *positive* and *negative occurrences* of a type variable $\alpha$ in a type $\rho$ by induction on the structure of $\rho$ in the following way:

- if $\rho$ is a type variable, then the possible occurrence of $\alpha$ in $\rho$ is positive
- if $\rho = [\rho_1, \ldots, \rho_n] \rightarrow \rho'$, then the positive (respectively negative) occurrences of $\alpha$ in $\rho$ are the positive (respectively negative) occurrences of $\alpha$ in $\rho'$ and if $n \geq 1$, the negative (respectively positive) occurrences of $\alpha$ in $\rho_i$ for $i = 1, \ldots, n$.

**Definition 2.** Let $\rho$ be a type in $T$ and $\alpha$ a type variable. We say that $\alpha$ has a *final occurrence* in $\rho$ if one of the following cases is verified:

- $\rho = \alpha$
- $\rho = [\rho_1, \ldots, \rho_n] \rightarrow \rho'$ and $\alpha$ has a final occurrence in $\rho'$.

**Definition 3.** Let $\rho \in T$, the set $L_0(\rho)$ of *left sub-terms* of $\rho$ is defined by induction on the structure of $\rho$, in the following way:

- if $\rho = \alpha$, $L(\rho) = \emptyset$
- if $\rho = [\rho_1, \ldots, \rho_n] \rightarrow \rho'$, $L_0(\rho) = \{\rho_1, \ldots, \rho_n\} \cup L_0(\rho')$. 
\[ \vdash_{\alpha} \eta : \rho \{ x : [\rho] \} \quad \text{(VAR)} \]

\[ \vdash_{\alpha} e_1 : \rho_1 ; A_1 \]

\[ \vdash_{\alpha} \lambda x e_1 : A_1(x) \Rightarrow \rho_1 ; A_1 \setminus \{ x \} \quad \text{(ABS)} \]

\[ \vdash_{\alpha} e_1 : [\rho_1, \ldots, \rho_n] \Rightarrow \rho_1 ; A_1 \quad \vdash_{\alpha} e_2 : A_2 \quad \vdash_{\alpha} e_3 : \rho_2 \quad \vdash_{\alpha} e_4 : A_3 \quad \vdash_{\alpha} e_n : A_n \]

\[ \vdash_{\alpha} e_1 e_2 : \rho_1 ; A_1 + A_2 + \ldots + A_n \quad (n \geq 0) \quad \text{(APP)} \]

**Fig. 1.** Inference rules

We also define a mapping \( \text{TypeVar} \) from types to sets of type variables. This function returns the set of type variables which occur in a type.

The operation of substitution is defined as usual: a substitution \( S \) is a mapping from type variables to types, which can be extended in a natural way to a mapping from types to types. The domain of a substitution \( S \) is the set of type variables which are modified by \( S \). More formally:

\[ \text{Dom}(S) = \{ \alpha \in TV / S(\alpha) \neq \alpha \} \]

We write \( [\alpha/\rho] \) the substitution that maps \( \alpha \) to \( \rho \) and leaves other type variables unchanged. We define the substitution \( S_1 + S_2 \) where the two substitutions \( S_1 \) and \( S_2 \) have disjoint domains in the following way:

\[ (S_1 + S_2)(\alpha) = \begin{cases} S_1(\alpha) & \text{if } \alpha \in \text{Dom}(S_1), \ i = 1 \ or \ 2 \\ \alpha & \text{if } \alpha \notin \text{Dom}(S_1) \cup \text{Dom}(S_2) \end{cases} \]

**Definition 4.** A constraint environment \( A \), is a mapping from the set \( V \) of term variables to the multi-sets of types.

We define the domain of \( A \), written \( \text{Dom}(A) \) as: \( \text{Dom}(A) = \{ x \in V / A(x) \neq [\ ] \} \).

If \( A \) is a constraint environment such that \( \text{Dom}(A) = \{ x_1, \ldots, x_n \} \) and \( A(x_i) = [\rho_{i_1}, \ldots, \rho_{i_{n_i}}] \), for all \( i \in \{1, \ldots, n\} \), we use the notation:

\[ \{ x_1 : [\rho_{i_1}, \ldots, \rho_{i_{n_1}}], \ldots, x_n : [\rho_{n_1}, \ldots, \rho_{n_{n_1}}] \} \]

As for all applications, we can restrict the domain of a constraint environment:

\[ A \setminus \{ x \}(y) = \begin{cases} A(y) & \text{if } y \neq x \\ [\ ] & \text{otherwise} \end{cases} \]

and extend it: \( (A_1 + A_2)(x) = A_1(x) \cup A_2(x) \), for all \( x \in V \) where \( \cup \) is the union of multi-sets.

**Remark.** We adopt the usual conventions for omitting parentheses in types and terms and some other syntactic conventions: we use metavariables \( x, y, \ldots \) to denote term variables, \( \alpha, \beta, \gamma, \ldots \) for type variables, and \( A_1, A_2, \ldots \) for constraint environments.
\[ \text{Infer}(N) = \]

- Case \( N = x \)
  
  let \( \alpha \) be a new type variable
  
  return \( \langle \alpha, \{ x : [\alpha] \} \rangle \)

- Case \( N = \lambda x . N_1 \)
  
  let \( \langle \rho_1, A_1 \rangle = \text{Infer}(N_1) \)
  
  return \( \langle A_1(x) \to \rho_1, A_1 \setminus \{ x \} \rangle \)

- Case \( N = x \ N_1 \ldots \ N_n \)
  
  let \( \langle \rho_1, A_1 \rangle = \text{Infer}(N_1) \)
  
  \[ \vdots \]
  
  let \( \langle \rho_n, A_n \rangle = \text{Infer}(N_n) \)
  
  let \( \alpha \) be a new type variable
  
  return \( \langle \alpha, \{ x : [\rho_1] \to \cdots \to [\rho_n] \to \alpha \} \rangle + A_1 + \cdots + A_n \)

Fig. 2. Type inference algorithm

The type assignment relations \( \vdash_{\text{sw}} \), relating \( \lambda \)-terms, types and constraint environments, are defined in figure 1. We notice that in the rule for applications, if \( n = 0 \) then there is only one premise in that inference rule and the argument of the application does not interfere in the derivation. We prove in [7] the following theorem:

**Theorem 5.** Let \( e \) and \( e' \) be \( \lambda \)-terms such that \( e =_\beta e' \). \( \vdash_{\text{sw}} e : \rho; A \) if and only if \( \vdash_{\text{sw}} e' : \rho; A \).

The type inference algorithm is presented in figure 2. This algorithm is **sound** and **complete** [6]. As an example, type inference of \( \lambda x . \lambda y . x(y \ x) \) produces the type \( \langle [\alpha, [\beta] \to \gamma] \to [[\alpha] \to [\beta] \to \gamma] \rangle \).

3 Ground pairs

We now study the structure of ground pairs which are closed under expansions.

We give mutually recursive definitions of \( T_{E_g}, T_g \) and \( E_g \). \( T_g \) is the set of ground types and \( E_g \) is the set of ground constraint environments.

\[
\nu \in T_{E_g} ::= \alpha
\]

\[
\nu \in T_g ::= \alpha
\]

\[
\nu \in T_g ::= \alpha
\]

with \( n > 0 \), \( \forall i \in \{ 1, \ldots, n \} \), \( \mu_i \in T_g \), \( \text{Type Var}(\mu_i) \cap \text{Type Var}(\nu) = \emptyset \) and \( \forall j \in \{ 1, \ldots, n \} \) such that \( j \neq i \), \( \text{Type Var}(\mu_i) \cap \text{Type Var}(\mu_j) = \emptyset \)

\[
\mu \in T_g ::= \alpha
\]

\[
\mu \in T_g ::= \alpha
\]

\[
\mu \in T_g ::= \alpha
\]

with \( n \geq 0 \) and \( \forall i \in \{ 1, \ldots, n \} \), \( \nu_i \in T_{E_g} \)

\[
A \in E_g ::= \{ \}
\]

\[
A \in E_g ::= \{ \}
\]

\[
A \in E_g ::= \{ \}
\]

\[
A \in E_g ::= \{ \}
\]

\[
A \in E_g ::= \{ \}
\]

\[
A \in E_g ::= \{ \}
\]

\[
A \in E_g ::= \{ \}
\]
From now on, metavariables $\nu$ and $\mu$ denote elements of $T_{E_g}$ and $T_{g}$ respectively.

In order to link types and constraint environments and to write negatively type constraints, we define $B$-types from ground types and ground constraint environments, in the following way:

$$U ::= [\nu_1, \ldots, \nu_n] \Rightarrow \mu$$

with $n \geq 0$

$$| [\nu_1, \ldots, \nu_n] \Rightarrow \mu$$

with $n \geq 1$

We can see the types on the left hand side of the double arrow as the other types on the left hand side of arrows. So we extend easily to B-types the notions of sign of an occurrence and left sub-terms.

**Definition 6.** A B-type $U$ is closed if each type variable of $TypeVar(U)$ has exactly one positive occurrence and one negative occurrence in $U$.

**Definition 7.** Let $U = [\nu_1, \ldots, \nu_n] \Rightarrow \mu$ be a B-type. $U$ is finally closed if the variable $\alpha$ in the final occurrence of $\mu$ is also in the final occurrence of a type which is element of $L_0(U)$.

**Definition 8.** Let $U$ be a B-type. $U$ is minimally closed if there is no closed B-type strictly held in $U$.

The following definition gives a short way to talk about the three previous properties simultaneously.

**Definition 9.** Let $U = [\nu_1, \ldots, \nu_n] \Rightarrow \mu$ be a B-type. We say that $U$ is complete if $U$ is closed, finally closed and minimally closed.

**Definition 10.** We say that $U$ is a ground B-type if $U$ is complete and if it is one of the following forms:

- $U = [\rho] \Rightarrow \rho$ with $\rho \in T_g \cap T_{E_g}$.
- $U = [\nu_1, \ldots, \nu_n] \Rightarrow \alpha$ and $\exists i \in \{1, \ldots, n\}$ such that $\nu_i$ has the following shape

  $$[\mu_1^{i_1}, \ldots, \mu_1^{n_1}] \rightarrow \cdots \rightarrow [\mu_p^{i_p}, \ldots, \mu_p^{n_p}] \rightarrow \alpha$$

  with $p > 0$, and $\exists (E_j^{k})_{j=1 \ldots p \ k=1 \ldots n_j}$, a partition of $[\nu_1, \ldots, \nu_{i-1}, \nu_{i+1}, \ldots, \nu_n]$ such that each $E_j^{k} \Rightarrow \mu_j^{k}$ is a ground B-type.
- $U = [\nu_1, \ldots, \nu_n] \Rightarrow [\nu_{n+1}, \ldots, \nu_{n+p}] \Rightarrow \mu'$ with $[\nu_1, \ldots, \nu_{n+p}] \Rightarrow \mu'$ a ground B-type.

**Remark.** The partition $(E_j^{k})_{j=1 \ldots p \ k=1 \ldots n_j}$ is unique. Since $U$ is closed, each type variable has only two occurrences in $U$ and we have not the choice of the definition of each $E_j^{k}$.

In order to simplify the definition of expansion, we need to describe several further notions and prove some properties about the structure of ground B-types. In fact, expansion is a complex operation on pairs. As S. van Bakel explains in [8], the expansion of a sub-term $\rho$ of a type $\rho'$ replaces the occurrences of $\rho$ in
\[ \text{Clos}(\mu, U) = \]

- \textbf{Case } \( U = [\rho] \Rightarrow \rho \) \text{ return } \[ \rho \]
- \textbf{Case } \( U = [\nu_1, \ldots, \nu_n] \Rightarrow \alpha \)
  \text{ let } i \in \{1, \ldots, n\} \text{ such that } \\
  \nu_i = [\mu_1^1, \ldots, \mu_1^n] \rightarrow \cdots \rightarrow [\mu_p^1, \ldots, \mu_p^n] \Rightarrow \alpha \\
  \text{ let } (E_j^p)_{j=1, \ldots, p; k=1, \ldots, n_j} \text{ the partition of } [\nu_1, \ldots, \nu_{i-1}, \nu_{i+1}, \ldots, \nu_n] \\
  \text{ such that } \forall j \in \{1, \ldots, p\}, \forall k \in \{1, \ldots, n_j\}, E_j^k \Rightarrow \mu_j^k \text{ is a ground B-type} \\
  \text{ if } \exists j, k \text{ such that } \mu = \mu_j^k \\
  \text{ then return } E_j^k \\
  \text{ else if } \exists j, k \text{ such that } \mu \in \mathcal{L}(E_j^p \Rightarrow \mu_j^k) \cap T_{E_j} \\
  \text{ then return } \text{Clos}(\mu, E_j^p \Rightarrow \mu_j^k) \\
  \text{ else fail} \\
- \textbf{Case } \( U = [\nu_1, \ldots, \nu_n] \Rightarrow [\nu_{n+1}, \ldots, \nu_{n+m}] \Rightarrow \mu' \) \text{ return } \text{Clos}(\mu, [\nu_1, \ldots, \nu_{n+m}] \Rightarrow \mu')

**Fig. 3.** Closure algorithm

\( \rho \) by a number of copies of that sub-term. To be applied an expansion must therefore specify the type to be expanded and the number of necessary copies.

Intuitively, expansion corresponds to the duplication of the sub-derivation of the argument \( e_2 \) in the use of the inference rule \( \text{APP} \) for a term \( e_1 \ e_2 \). So it is not enough to duplicate one type: we must also copy all the types of this sub-derivation. Until now, this point was the source of the complexity of the definitions of expansion \([2, 5, 4, 8]\). Even if the need of duplicating more than one type is well understood, the definition of the set of types to be copied, is still a difficult problem. So far, no convincing justification has been given.

The contribution of this section is precisely the definition of this problematic set of types. The justification of this definition is obvious according to the previous results about the structure of principal and ground types.

The notion of left sub-terms does not take into account the full recursive structure of a type. We now define a notion of generalized left sub-terms, following the recursive structure of types to consider all possible sub-terms which are to the left of an arrow at any level in the recursive structure of a type.

**Definition 11.** Let \( U \) be a B-type, we define the set \( \mathcal{L}(U) \) of generalized left sub-terms of \( U \) in the following way:

- \( L_0(U) \) is defined as for A-types
- \( \forall n > 0, L_n(U) = \bigcup_{\rho \in L_{n-1}(U)} L_0(\rho) \)
- \( \mathcal{L}(U) = \bigcup_{n \geq 0} L_n(U) \)

We define in figure 3 an algorithm constructing the multi-set of types that we must duplicate when we expand a type.

**Lemma 12.** Let \( U \) be a ground B-type and \( \mu \in \mathcal{L}(U) \cap T_5 \). \( \text{Clos}(\mu, U) \) is well-defined and verifies the following conditions:
- $\text{Clos} (\mu, U) \subset \mathcal{L}(U) \cap T_g$
- $\text{Clos} (\mu, U) \Rightarrow \mu$ is a ground $B$-type
- $\text{Clos} (\mu, U)$ is the unique sub-multi-set of $\mathcal{L}(U) \cap T_g$ which verifies the previous condition.

The next definition is just a syntactic facility.

**Definition 13.** Let $U$ be a ground $B$-type and $\mu \in \mathcal{L}(U) \cap T_g$ a type, the ground $B$-type $\text{Clos} (\mu, U) \Rightarrow \mu$ is called the closure of $\mu$ in $U$.

An expansion makes a number of copies of several types. We want each copy of a type to be disjoint from all others, i.e., two copies of the same type have no common type variables. In order to be precise, we define specific substitutions which will make the copies of types exactly as we need.

**Definition 14.** Let $S$ be a substitution, we say that $S$ is a renaming substitution if for all $\alpha \in \text{Dom}(S)$, $S(\alpha) = \beta$ where $\beta$ is a type variable and $S$ is injective. Furthermore, if $\text{Range}(S)$ is a set of new type variables, we say that $S$ is a fresh renaming substitution.

Thus any renaming substitution $S$ has an inverse, written $S^{-1}$ which is also a renaming substitution, but even if $S$ is a fresh renaming substitution, $S^{-1}$ is not a fresh renaming substitution since type variables in $\text{Range}(S^{-1}) = \text{Dom}(S)$ are not fresh.

**Definition 15.** Let $p$ be an integer. For all types $\mu$ in $T_g$ we define an operation of expansion of $\mu$, on the ground $B$-type $U$, written $E_{(p, \mu)}$, by:

$$E_{(p, \mu)}(U) = \begin{cases} U & \text{if } \mu \not\in \mathcal{L}(U) \\ U' & \text{otherwise} \end{cases}$$

where $U'$ is obtained from $U$ by replacing each occurrence of an element $\nu$ of $\text{Clos} (\mu, U)$ by $R_1(\nu), \ldots, R_p(\nu)$ and $\mu$ by $R_1(\mu), \ldots, R_p(\mu)$, if $R_1, \ldots, R_p$ are $p$ fresh renaming substitutions of domain $\text{TypeVar}(\text{Clos} (\mu, U))$.

We remark that since the renaming substitutions $R_1, \ldots, R_p$ are not unique, the expansion of $\mu$ in $U$ is defined up to a renaming. Moreover, we make no hypothesis on $p$. If $p = 0$, the expansion $E_{(p, \mu)}$ removes all the occurrences of $\mu$ and of the elements of its closure.

Since our work is essentially based on the structure of types, we want to prove that expansions do not change this structure. So we prove that the set of ground pairs is closed under expansion.

**Lemma 16.** Let $U$ be a ground $B$-type, $\mu \in T_g$, and $p$ an integer. Then $E_{(p, \mu)}(U)$ is a ground $B$-type.
4 Principal typing of normalizable λ-terms

This section states the existence of principal types for all normalizable λ-terms in corollary 19. The interest of this section is not the result itself, but its proof which is conceptually much simpler than the proofs in [2, 5, 8, 9]. Here we are only interested in normalizable λ-terms. Thus, thanks to theorem 5, it is enough to use normal forms. We do not need to introduce approximants which significantly simplifies the proofs.

The substitution and expansion operations are both necessary to find a possible pair for a normal form from its principal pair. However these operations must be applied in an appropriate order.

**Definition 17.** We name chain a composition of substitutions, expansions and renaming substitutions, of the form \( S_n \circ \ldots \circ S_1 \circ O_m \circ \ldots \circ O_1 \) where \( S_i \) is a substitution for \( i = 1, \ldots, n \) and \( O_j \) is either a renaming substitution or an expansion for \( j = 1, \ldots, m \).

**Theorem 18.** Let \( N \) be a term in normal form such that \( \vdash_{nw} N : \mu ; A \). If \( \text{Infer}(N) = (\mu_p , A_p) \) then there exists a chain \( C \) such that \( C(A_p \Rightarrow \mu_p) = A \Rightarrow \mu \).

**Corollary 19.** Let \( e \) be a normalizable term such that \( \vdash_{nw} e : \mu ; A \), \( N \) its normal form and \( (\mu_p , A_p) = \text{Infer}(N) \). Then there exists a chain \( C \) such that \( C(A_p \Rightarrow \mu_p) = A \Rightarrow \mu \).

5 Related work

The authors of [2, 5, 8, 9] introduce a notion of approximants, also named \( \lambda \)-\( \Omega \)-normal forms, and define principal typing for these extended normal forms before generalizing to \( \lambda \)-terms using an approximation property, i.e. \( B \vdash e : \mu \) if and only if there exists an approximant \( a \) of \( e \) such that \( B \vdash a : \mu \). S. Ronchi della Rocca proposed a semi-algorithm for type inference in [4]. These results give important theoretical benefits, but unfortunately, they provide a good understanding neither of the structure of principal types nor of their characteristic properties. Furthermore, the semi-algorithm proposed in [4] is not practical because of its conceptual complexity.

As far as we know, the work of S. van Bakel [8, 9] is the first real advance in the simplification of the presentation of the intersection type discipline since the initial presentations. Furthermore, in [8], S. van Bakel defines an intersection type system close to the one introduced in [1] with the same partial order relation on types. He studies the existence of principal types for this system. He was induced to define several sub-sets of the set of pairs of a type and a basis, ordered by inclusion. The smallest is the set of principal pairs which corresponds to set \( P \) in our work. Van Bakel’s set of ground pairs is equivalent to the set of ground pairs that we define. It is the sub-set of pairs closed under expansion. Because of the partial order relation, van Bakel uses an extra sub-set: the set of primitive pairs, closed under lifting. (This operation is necessary to take into account the
6 Conclusion

In this article, we take advantage of the structural properties of intersection types providing simple proofs of the principal type property for normalizable \( \lambda \)-terms.

According to the structure of principal types, we define ground types which correspond to S. van Bakel’s ground types. But, as we did for principal types, we have studied in detail the structure of these ground types. These structural properties lead us to a simple definition of the expansion operation. Then we prove that in our intersection type system, expansions and substitutions are enough to find all possible types of a normalizable \( \lambda \)-term from a unique type called its principal type.

These results shed a new light on intersection typing, which can be presented through principal types isomorphic to \( \lambda \)-terms in normal form. This presentation of intersection typing can serve as a basis for a better understanding of the relationship between intersection typing of arbitrary \( \lambda \)-terms and \( \beta \)-réduction, which in turn could lead to a more operational presentation of intersection typing. In fine, such a presentation could be used as a general framework for solving the problem of dynamic type reconstruction for polymorphic programming languages.
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**Annex**

**Ground pairs**

The next lemma precises the structure of \( \rho \) in a B-type \( U = \left[ \rho \right] \Rightarrow \rho \).

**Lemma.** Let \( U = \left[ \rho \right] \Rightarrow \rho \) be a ground B-type and \( \rho' \) a sub-term of \( U \) then \( \rho' \) has two occurrences in \( U \), one such that \( \rho' \in T_g \) and one such that \( \rho' \in T_{E_g} \).

**Proof.** by case on \( \rho' \).

- If \( \rho' = \rho \) then \( \rho \) verifies the property by definition of a B-type.

- Otherwise \( \rho = [\rho_1, \ldots, \rho_n] \rightarrow \rho'' \) where by definition of a ground B-type, \( \rho_i \) has no common type variable neither with the other \( \rho_j \) nor with \( \rho'' \). \( \rho' \) is a sub-term of \( \rho_1, \ldots, \rho_n \) or \( \rho \). Moreover, since \( \rho \in T_g \cap T_{E_g} \), we have for \( i = 1, \ldots, n \), \( \rho_i \in T_g \cap T_{E_g} \) and \( \rho'' \in T_g \cap T_{E_g} \) and each of them has two occurrences in \( U \). If we consider \( \rho \) as an element of \( T_{E_g} \) (respectively \( T_g \)), \( \rho_1, \ldots, \rho_n \) are elements of \( T_g \) (respectively \( T_{E_g} \)) and \( \rho'' \) of \( T_{E_g} \) (respectively \( T_g \)). So \( \rho' \) has two occurrences in \( U \) such that one is element of \( T_{E_g} \) and the other of \( T_g \).

**Lemma 12.** Let \( U \) be a ground B-type and \( \mu \in \mathcal{L}(U) \cap T_g \). \( \text{Clos}(\mu, U) \) is well-defined and verifies the following conditions:

- \( \text{Clos}(\mu, U) \subset \mathcal{L}(U) \cap T_{E_g} \)
- \( \text{Clos}(\mu, U) \Rightarrow \mu \) is a ground B-type
- \( \text{Clos}(\mu, U) \) is the unique sub-multi-set of \( \mathcal{L}(U) \cap T_{E_g} \) which verifies the previous condition.

**Proof.** by induction on the structure of \( U \).

- If \( U = \left[ \rho \right] \Rightarrow \rho \) then we notice that \( \mu \neq \rho \), otherwise \( \mu \not\in \mathcal{L}(U) \cap T_g \). By the lemma 6, we know that every sub-term of \( \rho \) has two occurrences, one belonging to \( T_{E_g} \) and the other belonging to \( T_g \). Thus, there exists an occurrence of \( \mu \) in \( U \) which belongs to \( \mathcal{L}(U) \cap T_{E_g} \). Moreover \( \left[ \mu \right] \Rightarrow \mu \) is a ground B-type since \( \mu \in T_{E_g} \cap T_g \) and \( \left[ \mu \right] \) is the unique sub-multi-set of \( \mathcal{L}(U) \cap T_{E_g} \) since \( \mu \) as only two occurrences in \( U \).

- If \( U = [\nu_1, \ldots, \nu_n] \Rightarrow \alpha \) then we distinguish several cases:
• if \( \exists(j,k)/\mu = \mu_j^k \), then by definition of a ground B-type \( E_j^k \) is well defined and unique. Moreover, \( E_j^k \subset \mathcal{L}(U) \cap T_{E_j} \) and \( E_j^k \Rightarrow \mu \) is a ground B-type.

• if \( \exists(j,k)/\mu \in \mathcal{L}(E_j^k \Rightarrow \mu_j^k) \cap T_{E_j} \) then by the induction hypothesis on \( E_j^k \Rightarrow \mu_j^k \), \( \text{Clos}(\mu, E_j^k \Rightarrow \mu_j^k) \) is well defined and verifies the conditions of the lemma. Since \( \mathcal{L}(E_j^k \Rightarrow \mu_j^k) \subset \mathcal{L}(U) \), we only must show that \( \text{Clos}(\mu, E_j^k \Rightarrow \mu_j^k) \) is the unique sub-multi-set of \( \mathcal{L}(U) \cap T_{E_j} \). Since each \( E_j^k \Rightarrow \mu_j^k \) is a ground B-type, therefore closed, they are disjoint from each other and we deduce the unicity.

• otherwise it is impossible since we suppose that \( \mu \in \mathcal{L}(U) \cap T_{\rho} \).

- If \( U = [\nu_1, \ldots, \nu_n] \Rightarrow [\nu_{n+1}, \ldots, \nu_{n+m}] \rightarrow \mu' \) then the induction hypothesis gives the result.

**Definition.** We say that two types \( \rho_1 \) et \( \rho_2 \) have the same structure in one of the following cases:

- if \( \rho_1 = \alpha \) and \( \rho_2 = \beta \)
- if \( \rho_1 = [\nu_1, \ldots, \nu_n] \rightarrow \nu, \rho_2 = [\nu'_1, \ldots, \nu'_m] \rightarrow \nu' \) and for all \( j \in \{1, \ldots, m\} \), there exists \( i_j \in \{1, \ldots, n\} \) such that \( \mu_{i_j} \) and \( \mu_j \) have the same structure, and if \( \nu \) and \( \nu' \) have the same structure.
- if \( \rho_1 \) and \( \rho_2 \) belong to \( T_0 \) and are such that \( \rho_1 = [\nu_1, \ldots, \nu_n] \rightarrow \mu \) and \( \rho_2 = [\nu'_1, \ldots, \nu'_m] \rightarrow \mu' \) for all \( i \in \{1, \ldots, n\} \), \( \nu_i \) and \( \nu'_i \) have the same structure and \( \mu \) and \( \mu' \) have the same structure.

**Remark.** Let \( \rho \) be a type, \( \mu \in T_\rho \cap \mathcal{L}(\rho) \) and \( p \) an integer. If we replace in \( \rho \) the occurrence of \( \mu \) by \( R_1(\mu), \ldots, R_p(\mu) \) to obtain \( \rho' \), where \( R_1, \ldots, R_p \) are fresh renaming substitutions then \( \rho' \) have the same structure as \( \rho \). The proof by induction on the structure of \( \rho \) is immediate.

As usual, we extend the notion of having the same structure to B-types without difficulty. We say that two B-types \( U_1 \) and \( U_2 \) have the same structure if one of the following cases is verified:

- \( U_1 = [\rho_1] \Rightarrow \rho_1, U_2 = [\rho_2] \Rightarrow \rho_2 \) and \( \rho_1 \) and \( \rho_2 \) have the same structure.
- \( U_1 = [\nu_1, \ldots, \nu_n] \Rightarrow \alpha, U_2 = [\nu'_1, \ldots, \nu'_m] \Rightarrow \beta \) and for all \( j \in \{1, \ldots, m\} \), there exists \( i_j \in \{1, \ldots, n\} \) such that \( \nu_{i_j} \) and \( \nu'_j \) have the same structure.
- \( U_1 = [\nu_1, \ldots, \nu_n] \Rightarrow [\nu_{n+1}, \ldots, \nu_{n+p}] \rightarrow \mu, U_2 = [\nu'_1, \ldots, \nu'_m] \Rightarrow [\nu'_{n+1}, \ldots, \nu'_{n+q}] \rightarrow \mu', \mu \) and \( \mu' \) have the same structure and for all \( j \in \{1, \ldots, m\} \) (respectively \( \{m + 1, \ldots, m + q\} \), there exists \( i_j \in \{1, \ldots, n\} \) (respectively \( \{n+1, \ldots, n+p\} \)) such that \( \nu_{i_j} \) and \( \nu'_{i_j} \) have the same structure.

We need to prove a lemma stronger than the lemma 16.

**Lemma.** Let \( U \) be a ground B-type, \( \mu' \in T_\rho \) and \( p \) an integer. \( E_{(\rho', \mu')}(U) \) is a ground B-type which has the same structure as \( U \).
Proof. first by cases on $\mu'$ then by induction on the structure of $U$.

- If $\mu' \not\in \mathcal{L}(U)$ then $E_{(p, \mu')} (U) = U$ is a ground B-type which has the same structure as $U$.

- Otherwise we reason by induction on the structure of $U$ and three cases can arise:

  - if $U = [\mu] \Rightarrow \rho$ then $\mu'$ is a sub-term of $\rho$ and $\text{Clos}(\mu', U) = [\mu']$. So we have $E_{(p, \mu')} (U) = [\rho'] \Rightarrow \rho'$ where we have replaced $\mu'$ in $\rho$ by the $p$ copies of $\mu'$: $R_1 (\mu'), \ldots, R_p (\mu')$, to obtain $\rho'$. Thus according to the previous remark, $\mu$ and $\mu'$ have the same structure. We can deduce that $U$ and $E_{(p, \mu')} (U)$ have also the same structure.

  - if $U = [\nu_1, \ldots, \nu_n] \Rightarrow \alpha$ then since $U$ is a ground B-type, there exists $i \in \{1, \ldots, n\}$ such that $\nu_i = [\mu_1^{(i)}] \rightarrow \cdots \rightarrow [\mu_1^{(i)}, \ldots, \mu_n^{(i)}] \rightarrow \alpha$ and there exists a partition $(E_j^k)_{j=1 \ldots m, k=1 \ldots n_j}$ of $[\nu_1, \ldots, \nu_{i-1}, \nu_{i+1}, \ldots, \nu_n]$ such that for all $j \in \{1, \ldots, m\}$ and all $k \in \{1, \ldots, n_j\}$, $E_j^k \Rightarrow \mu_j^k$ is a ground B-type.

    - if there exist $j$ and $k$ such that $\mu' = \mu_j^k$ then $\text{Clos}(\mu', U) = E_j^k$ and so by definition of an expansion, we have:

      \[
      E_{(p, \mu')} (U) = \\
      E_1^k \cup \cdots \cup E_{n_1}^k \cup \cdots \cup E_j^k \cup \cdots \cup E_{n_j}^k \cup \cdots \cup E_m^k \cup \cdots \cup E_p^k \\
      \{\mu_1^1, \ldots, \mu_j^k, \ldots, \mu_m^k\} \rightarrow \cdots \rightarrow \{\mu_1^{k_1}, \ldots, \mu_j^{k_j}, \ldots, \mu_m^{k_m}\} \rightarrow \cdots \rightarrow \{\mu_1^{n_1}, \ldots, \mu_j^{n_j}, \ldots, \mu_m^{n_m}\} \rightarrow \alpha \Rightarrow \alpha \\
      \]

      where for all $l \in \{1, \ldots, p\}$, $E_l^{k_l} = R_l (E_j^k)$ and $\mu_l^{k_l} = R_l (\mu_j^k)$. Then $R_l (E_j^k) \Rightarrow \mu_j^k$ is a ground B-type, since $E_j^k \Rightarrow \mu_j^k$ is a ground B-type and a renaming substitution does not change the structure of a B-type. We deduce that $E_{(p, \mu')} (U)$ is a ground B-type which has the same structure as $U$.

    - otherwise there exist $j$ and $k$ such that $\mu' \in \mathcal{L}(E_j^k) \Rightarrow \mu_j^k) \cap T_g$. We write $U_j^k = E_j^k \Rightarrow \mu_j^k$. Since $U_j^k$ is a ground B-type, we can apply the expansion $E_{(p, \mu')}$. Let $U_j^{k'} = E_j^{k'} \Rightarrow \mu_j^{k'}$ be the result of this application. By induction, $U_j^{k'}$ is a ground B-type which has the same structure as $U_j^k$. So by definition of an expansion, we have:

      \[
      E_{(p, \mu')} (U) = \\
      E_1^k \cup \cdots \cup E_{n_1}^k \cup \cdots \cup E_j^k \cup \cdots \cup E_{n_j}^k \cup \cdots \cup E_m^k \cup \cdots \cup E_p^k \\
      \{\mu_1^1, \ldots, \mu_j^k, \ldots, \mu_m^k\} \rightarrow \cdots \rightarrow \{\mu_1^{k_1}, \ldots, \mu_j^{k_j}, \ldots, \mu_m^{k_m}\} \rightarrow \cdots \rightarrow \{\mu_1^{n_1}, \ldots, \mu_j^{n_j}, \ldots, \mu_m^{n_m}\} \Rightarrow \alpha \\
      \]

      which is a ground B-type with the same structure as $U$.

  - if $U = [\nu_1, \ldots, \nu_n] \Rightarrow [\nu_{n+1}, \ldots, \nu_{n+m}] \Rightarrow \mu$ then let $U' = [\nu_1, \ldots, \nu_{n+m}] \Rightarrow \mu$.

By definition of a ground B-type, $U'$ is immediately a ground B-type. So we can apply the expansion $E_{(p, \mu')}$. By induction, the result of this application is a ground B-type with the same structure as $U'$. 


Thus \( E_{(p,\mu')}(U') = [\nu'_1, \ldots, \nu'_{q}] \Rightarrow \mu' \) where \( \mu \) and \( \mu' \) have the same structure and for all \( j \in \{1, \ldots, q\} \), there exists \( i_j \in \{1, \ldots, n + m\} \) such that \( \nu_{ij} \) and \( \nu'_{ij} \) have the same structure.

Let \([\nu'_{j_1}, \ldots, \nu'_{j_{n+m}}]\) and \([\nu'_{j_{n+m+1}}, \ldots, \nu'_{j_{2n}}]\) be two multi-sets of \([\nu'_{1}, \ldots, \nu'_{q}]\) constituted by the types having the same structure as the types of \([\nu_1, \ldots, \nu_{n}]\) and \([\nu_{n+1}, \ldots, \nu_{n+m}]\) respectively. Then \( E_{(p,\mu')}(U) = [\nu'_{j_1}, \ldots, \nu'_{j_{n+m}}] \Rightarrow [\nu'_{j_{n+m+1}}, \ldots, \nu'_{j_{2n}}] \Rightarrow \mu' \) and \( E_{(p,\mu')}(U) \) is a ground B-type with the same structure as \( U \).

The next lemma specifies some results about expansions’ behavior according to the structure of B-types to which they are applied.

**Lemma 20.** Let \( E \) be an expansion.

- If \( E(A \Rightarrow \mu) = A \Rightarrow \mu' \), then \( E(A \setminus \{x\} \Rightarrow A(x) \Rightarrow \mu) = A' \setminus \{x\} \Rightarrow A'(x) \Rightarrow \mu' \)
- If for \( i = 1, \ldots, n \), \( E(E_i \Rightarrow \mu_i) = E'_i \Rightarrow \mu'_i \), then \( E(E_1 + \cdots + E_n + [\mu_1] \Rightarrow \cdots \Rightarrow [\mu_n] \Rightarrow \alpha) = E'_1 + \cdots + E'_n + [\mu'_1] \Rightarrow \cdots \Rightarrow [\mu'_n] \Rightarrow \alpha \Rightarrow \alpha \)

*Proof.* By definition of expansion and application of lemma 16.

**Principal typing of normalizable \( \lambda \)-terms**

From now on, we will not need to distinguish the different \( S_i \) (respectively \( O_j \)) from each other. So it will be enough to write a chain \( C \) simply by \( C \circ O \) where \( C \) will be a composition of substitutions and \( O \) a composition of renaming substitutions and expansions.

**Theorem 18.** Let \( N \) be a term in normal form such that \( \vdash_{\omega} N : \mu; A \). If \( \text{Infer}(N) = (\mu_p, A_p) \) then there exists a chain \( C \) such that \( C(A \Rightarrow \mu_p) = A \Rightarrow \mu \).

*Proof.* by induction on the structure of \( N \).

- If \( N = x \) then we have derived \( \vdash_{\omega} x : \mu; \{x : [\mu]\} \) and \( \text{Infer}(N) = (\alpha, \{x : [\alpha]\}) \) where \( \alpha \) is a fresh type variable. If we define \( C \) by \( C = [\alpha/\mu] \), we have \( C([\alpha] \Rightarrow \alpha) = [\mu] \Rightarrow \mu \).
- If \( N = \lambda x.N_1 \) then we have derived:

\[
\begin{align*}
\vdash_{\omega} N_1 : \mu_1; A_1 \\
\vdash_{\omega} \lambda x.N_1 : A_1(x) \Rightarrow \mu_1; A_1 \setminus \{x\}
\end{align*}
\]

with \( \mu = A_1(x) \Rightarrow \mu_1 \) and \( A = A_1 \setminus \{x\} \).

On the other hand, if \( \text{Infer}(N_1) = (\mu_{1p}, A_{1p}) \) then \( \text{Infer}(\lambda x.N_1) = (A_{1p}(x) \Rightarrow \mu_{1p}, A_{1p} \setminus \{x\}) \) with \( \mu_p = A_{1p}(x) \Rightarrow \mu_{1p} \) and \( A_p = A_{1p} \setminus \{x\} \).

By the induction hypothesis, there exists a chain \( C \) such that \( C(A_{1p} \Rightarrow \mu_{1p}) = A_1 \Rightarrow \mu_1 \). Moreover, \( A_{1p} = A_{1p} \setminus \{x\} \cup A_{1p}(x) \) and a chain respects the structure of B-types (cf. lemma 20). So we have:

\[
C(A_{1p} \setminus \{x\} \Rightarrow A_{1p}(x) \Rightarrow \mu_{1p}) = A_1 \setminus \{x\} \Rightarrow A_1(x) \Rightarrow \mu_1
\]
i.e., $C(A_p \Rightarrow \mu_p) = \overline{A_p} \Rightarrow \mu$.

- If $N = x_1 \cdots x_n$ then we have derived:

$$
\begin{align*}
\vdash_{sw} x : \mu_1 ; A & \quad \vdash_{sw} N_1 : \mu^i_1 ; A^j_1 \\
\vdash_{sw} x N_1 : \mu_2 ; B_1 & \\
& \quad \vdots \\
\vdash_{sw} x N_1 \cdots N_{n-1} : \mu_n ; B_{n-1} & \quad \vdash_{sw} N_n : \mu^j_n ; A^j_n \\
\vdash_{sw} x N_1 \cdots N_n : \mu ; B_n
\end{align*}
$$

where for $k = 1, \ldots, n$, $\mu_k = [\mu_1^k, \ldots, \mu_n^k] \rightarrow \cdots \rightarrow [\mu_1^m, \ldots, \mu_n^m] \rightarrow \mu$ and $B_k = A + A_1 + \cdots + A_1^{m_i} + \cdots + A_1^{m_k}$, and $A = \{x : [[\mu_1^i], \ldots, \mu_1^{i_m}] \rightarrow \cdots \rightarrow [\mu_1^h, \ldots, \mu_n^m] \rightarrow \mu\}$. Notice that we can have $m_i = 0$.

On the other hand, if $\alpha$ is a fresh type variable and if for $i = 1, \ldots, n$, $\text{Infer}(N_i) = (\mu_{ip}, A_{ip})$, then

$$
\text{Infer}(x \ N_1 \cdots N_n) = (\alpha, A_p + A_{1p} + \cdots + A_{np})
$$

where $A_p = \{x : [[\mu_1^p] \rightarrow \cdots \rightarrow [\mu_n^p] \rightarrow \alpha\}$.

Moreover, from the induction hypothesis, we deduce that for all $i \in \{1, \ldots, n\}$, there exist $m_i$ chains $C_1^i, \ldots, C_i^{m_i}$ such that $\forall j \in \{1, \ldots, m_i\}$, $C_i^j(\overline{A_{ip}} \Rightarrow \mu_{ip}) = \overline{A_i^j} \Rightarrow \mu_i^j$.

We write for all $i \in \{1, \ldots, n\}$ and all $j \in \{1, \ldots, m_i\}$, $C_i^j = S_i^j \circ O_i^j$ where $S_i^j$ names a composition of substitutions and $O_i^j$ a composition of expansions and renaming substitutions and $\overline{A_i^j} \Rightarrow \mu_i^j = O_i^j(\overline{A_{ip}} \Rightarrow \mu_{ip})$.

Let $E_{(m_i, \mu_{ip})}$ be an expansion for all $i \in \{1, \ldots, n\}$ and $R_1^i, \ldots, R_i^{m_i}$ the associated renaming substitutions. If we define the chain $C$ by:

$$
C = \frac{[\alpha/\mu] \circ S_2^m \circ \cdots \circ S_1^m \circ \cdots \circ S_1 \circ O_2^m \circ (R_2^m)^{-1} \circ \cdots \circ O_1^m \circ (R_1^m)^{-1} \circ \cdots \circ O_1 \circ (R_1)^{-1} \circ E_{(m_i, \mu_{ip})} \circ \cdots \circ E_{(m_1, \mu_{ip})}}{}
$$

then $C(\overline{A_p} + A_{1p} + \cdots + A_{np} \Rightarrow \alpha) = \overline{\alpha} \Rightarrow \mu$. If $m_i = 0$, we keep $E_{(m_i, \mu_{ip})}$ in $C$ but we remove $O_i^m \circ (R_i^{m_i})^{-1} \circ \cdots \circ O_1 \circ (R_1)^{-1}$ and the previous equality is still true.

In fact, we have:

$$
U' = E_{(m_i, \mu_{ip})} \circ \cdots \circ E_{(m_1, \mu_{ip})}(\overline{A_p} + A_{1p} + \cdots + A_{np} \Rightarrow \alpha) = \left[[[R_1^1(\mu_{ip}), \ldots, R_1^{m_i}(\mu_{ip})] \rightarrow \cdots \rightarrow [R_n^1(\mu_{np}), \ldots, R_n^{m_i}(\mu_{np})] \rightarrow \alpha] + R_1^1(A_{1p}) + \cdots + R_1^{m_i}(A_{1p}) + \cdots + R_n^1(A_{np}) + \cdots + R_n^{m_i}(A_{np}) \Rightarrow \alpha
\right]
$$
Then for all $i \in \{1, \ldots, n\}$ and all $j \in \{1, \ldots, m_i\},$

$$O^j_i \circ (R^j_i)^{-1}(R^j_i(A_{ip}) \Rightarrow R^j_i(\mu_{ip})) = A^j_i \Rightarrow \mu^j_i$$

so we have:

$$U^m = O^{m_1}_{n_1} \circ (R^{m_1}_{n_1})^{-1} \circ \cdots \circ O^{m_1}_{n_1} \circ (R^{m_1}_{n_1})^{-1} \circ \cdots \circ O^{m_1}_{n_1} \circ (R^{m_1}_{n_1})^{-1}(U') =$$

$$[\mu^{1}_{1}, \ldots, \mu^{m_1}_{1}] \to \cdots \rightarrow [\mu^{1}_{n}, \ldots, \mu^{m_1}_{n}] \rightarrow \alpha] +$$

$$A^{1}_{1} + \cdots + A^{m_1}_{1} + \cdots + A^{1}_{n} + \cdots + A^{m_1}_{n} \Rightarrow \alpha$$

and since for all $i \in \{1, \ldots, n\}$ and all $j \in \{1, \ldots, m_i\}$, $S^j_i(\mu^j_i) = \mu^j_i$ and $S^j_i(A^j_i) = A^j_i$, we have:

$$U^m = S^{m_1}_{n_1} \circ \cdots \circ S^{m_1}_{n_1} \circ \cdots \circ S^{m_1}_{n_1} \circ (U^m) =$$

$$[\mu^{1}_{1}, \ldots, \mu^{m_1}_{1}] \to \cdots \rightarrow [\mu^{1}_{n}, \ldots, \mu^{m_1}_{n}] \rightarrow \alpha] +$$

$$A^{1}_{1} + \cdots + A^{m_1}_{1} + \cdots + A^{1}_{n} + \cdots + A^{m_1}_{n} \Rightarrow \alpha$$

and finally:

$$[\alpha/\mu](U^m) = [\mu^{1}_{1}, \ldots, \mu^{m_1}_{1}] \to \cdots \rightarrow [\mu^{1}_{n}, \ldots, \mu^{m_1}_{n}] \rightarrow \mu] +$$

$$A^{1}_{1} + \cdots + A^{m_1}_{1} + \cdots + A^{1}_{n} + \cdots + A^{m_1}_{n} \Rightarrow \mu$$

So $[\alpha/\mu](U^m) = B_n \Rightarrow \mu$.

**Corollary 19.** Let $e$ be a normalizable term such that $\vdash_{\muw} e : \mu; A$, $N$ its normal form and $(\mu_p, A_p) = \text{Infer}(N)$. Then there exists a chain $C$ such that $C(A_p \Rightarrow \mu_p) = \overline{A} \Rightarrow \mu$.

**Proof.** Since $e \equiv^\gamma N$ by theorem 5 we have $\vdash_{\muw} N : \mu; A$ and we deduce the result directly from theorem 18.